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ABSTRACT

With the ubiquity of algorithmic methods for ranking in systems like search engines, recommendations, and advertisements, it becomes essential to ensure that these systems do not impact different groups at different rates. In this work, we focus on defining the notions of fairness in such ranking scenarios in terms of the amount of exposure (opportunity) each item gets in its position while keeping in mind the protected groups. We formulate these definitions for protected groups of documents, queries as well as users.

1 INTRODUCTION

Recently, Google was fined by the EU for skewing its ranking and the claim that it “denied other companies the chance to compete on the merits”1. But what exactly does it mean to compete on merit when it comes to rankings and what makes a ranking fair? Even if one can argue that Google had no bad intention to disadvantage these companies through search result rankings on their shopping website, those companies probably would have gotten more business, if they had been presented higher in the ranking. This connects to concept of Fair Equality of Opportunity [9] defined by philosopher John Rawls, who states that “the social positions be formally open and meritocratically allocated, but, in addition, each individual is to have a fair chance to attain these positions” 2. In our case, most ranking algorithms are based on historic click through rates [4], but whether something gets clicked is itself a function of whether the historic rankings were fair. Hence, we may need to actively enforce some notion of fairness to give equal opportunity (or exposure) to items in protected groups so that they can accumulate clicks.

In this work, we take inspiration from the following definitions of fairness in the classification settings to define fairness in rankings. In the following definitions, \( Y \) is the true class of an instance, \( \hat{Y} \) is the class predicted by the model, and each instance belongs to either one of the two groups \( A = 0 \) or \( A = 1 \) e.g. males and females, blacks and whites etc.

- **Demographic Parity for classification** [2]: \( P(\hat{Y} = 1|A = 1) = P(\hat{Y} = 1|A = 0) \): This states that the rate of success be equal for the two groups.

- **Equalized Odds for classification** [3]: \( P(\hat{Y} = 1|Y = 1, A = 1) = P(\hat{Y} = 1|Y = 1, A = 0) \) and \( P(\hat{Y} = 1|Y = 0, A = 1) = P(\hat{Y} = 1|Y = 0, A = 0) \): This states that the probability of being correctly classified be independent of group membership.

- **Equal Opportunity for classification** [3]: \( P(\hat{Y} = 1|Y = 1, A = 1) = P(\hat{Y} = 1|Y = 1, A = 0) \): This states that the probability of classifying positive examples \( Y = 1 \) correctly be independent of the group membership.

We propose how to extend these notions of fairness to the case of rankings in the next section. Interestingly, fairness considerations can be made both from the point of the user population, as well as from the point of the items that are being ranked.

2 FAIR RANKING FOR PROTECTED GROUPS OF ITEMS

Consider a rental website that displays results as a ranking of properties. Because of position bias, products at higher positions in the ranking get more views (more exposure) and hence probably sell better. It is therefore important that the ranking algorithm ranks properties by merit, and it should not unfairly disadvantage properties belonging to a protected group (say \( A_1 \) or having \( A = 1 \)). How can we define fairness in this case?

For now, consider a fixed query and let each document be either relevant or irrelevant to the query i.e. \( y_i \in \{0, 1\} \). Let \( w_k \) be the fraction of users that visit a search result page and view/examine the document at position \( k \), where \( k \in \{1…K\} \) called the position bias [5] e.g. \( \{w_1 = 1.0, w_2 = 0.7, w_3 = 0.51, w_4 = 0.39 \ldots \} \). Let \( A_0 \) and \( A_1 \) be two groups with different values of the sensitive attribute. Each document \( d \) either belongs to either \( A_0 \) or \( A_1 \).

A ranking \( r : D \rightarrow \{1 \ldots K\} \) is said to be fair according to the following definitions3 if it satisfies the constraints:

**Definition 1 (Demographic Parity for rankings).**

\[
E_d[w_{r(d)}|d \in A_0] = E_d[w_{r(d)}|d \in A_1]
\]

where \( r(d) \) is the rank of document \( d \) and \( w_{r(d)} \) is the position bias of position \( i \) (fraction of users that view the \( i \)th position). We can also write the same as:

\[
\frac{1}{|A_0|} \sum_{d \in A_0} w_{r(d)} = \frac{1}{|A_1|} \sum_{d \in A_1} w_{r(d)}
\]

Since \( w_k \) is the fraction of users who open the page and view the document ranked at position \( k \), this definition is equivalent to saying that the fraction of views that the documents in \( A_0 \) gets is equal to that of \( A_1 \).

**Definition 2 (Equal Opportunity for rankings).**

\[
E_d[w_{r(d)}|d \in A_0, Y(d) = 1] = E_d[w_{r(d)}|d \in A_1, Y(d) = 1]
\]

3Named similar to the classification fairness definitions described in section 1.
where \( Y \) denotes whether the document is relevant to the query or not. We can also write it as:

\[
\frac{1}{|A_0 \cap Y|} \sum_{d \in A_0, y(d)=1} w_r(d) = \frac{1}{|A_1 \cap Y|} \sum_{d \in A_1, y(d)=1} w_r(d)
\]

where \( r(d) \) is the rank of document \( d \).

This definition is equivalent to saying that the fraction of views of the relevant documents form the set \( A_0 \) and the relevant documents from the set \( A_1 \).

Since these constraints might not be satisfiable because we have finite number of documents and rank positions under consideration, we can apply the above definitions to distribution over rankings [8].

Distribution over rankings is defined as \( \mathbb{P}(r(d_j) = i) \forall i, j \) such that \( \mathbb{P} : \{1 \ldots D\} \times \{1 \ldots K\} \rightarrow [0, 1] \) and is valid i.e. \( \forall j \sum_{i=1}^{K} \mathbb{P}(r(d_j) = i) = 1 \) and \( \forall i \sum_{j=1}^{D} \mathbb{P}(r(d_j) = i) = 1 \). Now we can define the above definitions with respect to this distribution defined by \( \mathbb{P} \):

**Definition 3 (Equal Opportunity for Ranking Distributions).**

\[
\mathbb{E}_{Y \sim P}[\mathbb{E}_u[|w_r(d)| d \in A_0, Y(d) = 1]] = \mathbb{E}_{Y \sim P}[\mathbb{E}_u[|w_r(d)| d \in A_1, Y(d) = 1]]
\]

where \( P \) is the ranking distribution. We can also write it as:

\[
\frac{1}{|A_0 \cap Y|} \sum_{d \in A_0, y(d)=1} w_k P(r(d) = k) = \\
\frac{1}{|A_1 \cap Y|} \sum_{d \in A_1, y(d)=1} w_k P(r(d) = k)
\]

where \( K \) is the total number of ranks under consideration.

This definition means that the expected fraction of views for the relevant documents form the set \( A_0 \) and the relevant documents from the set \( A_1 \) is equal.

### 3 Fair Ranking for Protected Groups of Users

There is also an alternate case of fairness in rankings beyond fairness to the items being ranked, but instead considering fairness of the ranking to the user population. For convenience, we will define fairness only for users but it is the same for queries as well since each user can be thought of as a (user, query) pair. This relates to works, like [7], that audit search engines to see if there is a differential satisfaction of different demographics.

With respect to a user population, we would like our fairness constraints to convey that a user belonging to a protected group, on average, should not have to spend more effort than a user from outside the protected group. For example, a man looking for a movie he likes should not systematically need to do more or less work than a woman.

As before, considering a fixed query, let the users belong to group \( A_0 \) and \( A_1 \) and each document is either relevant to the user or not \( (Y = 0 \ or \ 1) \). Let \( z_k \) be the amount of work required to inspect the document ranked at position \( k \). For example, \( z_k \) could be the time it take to get to position \( k \), or it can be interpreted as the fraction of people who drop out of viewing the ranking before position \( k \) (i.e \( z_k = 1 - w_k \), where \( w_k \) is the position bias). A ranking \( r : D \rightarrow \{1 \ldots K\} \) is said to be fair if it satisfies the following definition:

**Definition 4 (Equal Opportunity for Rankings in Presence of Protected Users).**

\[
\mathbb{E}_u[\mathbb{E}_d[|w_r(d)| u \in A_0, Y(d, u) = 1]] = \mathbb{E}_u[\mathbb{E}_d[|w_r(d)| u \in A_1, Y(d, u) = 1]]
\]

where \( Y \) denotes whether the document is relevant to the user and query pair or not. We can also write the same as:

\[
\frac{1}{|A_0|} \sum_{u \in A_0} |\{d : y(d, u) = 1\}| \sum_{d, y(d,u)=1} z_r(d) = \\
\frac{1}{|A_1|} \sum_{u \in A_1} |\{d : y(d, u) = 1\}| \sum_{d, y(d,u)=1} z_r(d)
\]

where \( r(d) \) is the rank of document \( d \).

### 4 Discussion

For both the user-centric and the item-centric view on fairness of a ranking, fairness potentially comes at reduction of ranking quality as defined by conventional ranking metrics like DCG. We are currently investigating what the price of fairness is, depending on the size of the protected class and the difference in relevance between classes.

Knowledge of true \( Y \) is typically unknown in practical ranking systems (as is in classification). However, equal opportunity relies on the fact that there is a ground truth value \( Y \) for each document and query pair and asks for exposing these documents at equal rates. It is therefore interesting to think about how to efficiently measure fairness in real-world systems through targeted interventions. This has already proven feasible for inferring position bias [6].

The next step is to design new or adapt the existing machine learning algorithms that can satisfy (albeit approximately) these constraints while maximizing utility of the rankings. Related works such as [10] calculate set-wise parity at a series of cut-off points in ranking to measure fairness. This is very close to the demographic parity definition in our case. Meanwhile [1] solves the ranking problem as a maximum bipartite matching and inducing a similar constraint. Zehlike et al.[11] also satisfy a demographic parity like constraint while maximizing the utility of the model that is defined in terms of relevance. However similar, our definitions are an easy extension of their classification counterparts while having an interpretation in terms of the exposure. Hence it will be interesting to see if the two constraints are compatible with each other as well as the machine learning methods that can find feasible solutions satisfying them.

The applications of fairness in ranking are numerous and it comes from the way we define our protected groups. For example, one such consequence of defining groups as differing ideologies or opinions. Fairness constraints allow the algorithm to maintain diversity of ideas, hence avoid polarization.
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